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Abstract. Mathematical modeling is now a key tool of research into dynamic
processes in continuum mechanics. Each particular problem is solved with al-
ready existing or newly developed models and methods, whose properties are
determined from a priori study into stability, approximation, monotonicity etc
within linear approaches. The accuracy of difference schemes is mainly evalu-
ated through comparison between calculated results and reference solutions. The
paper discusses some problems which have analytical solutions. These are shock
convergence, the dynamic compression of a gas sphere, and some problems with
stationary shocks.
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1 Introduction

The properties of difference schemes that approximate the conservation laws are often
evaluated with a priori methods which involve studies into stability, approximation,
monotonicity, conservatism, distraction etc. It should however be noted that most of
these methods are developed for acoustic approximations and simple equations of state.
In continuum mechanics, the properties of a mathematical model may notably differ
from what linear theory predicts due to nonlinearities induced by real-world equations
of state, shocks, plasticity and other material properties.

Linear theory looses its rigor when applied to nonlinear equations. The importance
of the convergence theorem [1] is strongly exaggerated because it is still proved for
linear equations and not for nonlinear ones, and real calculations are done not for van-
ishing but finite 4x and 4t. A very vivid discussion of stability and convergence criteria
and their rigidity can be found in [2].

The calculation of shock waves strong discontinuities in all material properties re-
quires special attention. On the shock surface the conservation laws take the form of
nonlinear algebraic equations which relate the values of quantities across the shock.
Entropy jumps as all the other functions do. This is the fundamental difference between
a shock and a wave where the quantities vary continuously. Flows with shocks are often
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simulated with homogeneous methods which treat the strong shock as a layer of a finite
width comparable with the cell size. This ability of difference schemes is called distrac-
tion [3]. Since the states across the shock are related by the Hugoniot, there must be a
mechanism which allows entropy to grow in the shock distraction region. Physical vis-
cosity and heat conduction in continuum mechanics equations cannot give a distraction
width of several cell sizes. The proposal by Neumann and Richtmyer to use a math-
ematical ’viscosity’ [4] seems to resolve the problem. Their method has gained wide
acceptance. Pseudo-viscosity is taken in different forms linear, quadratic, or linear-
quadratic [4-7]. But the method does not ensure convergence to the exact solution if
the form of pseudo-viscosity changes. So, the author of [8] gives an example where
different schemes with different viscosities converge to different solutions in the limit.
In [9], there is an example of spherical convergence where energy dissipation defined
by pseudo-viscosity is shown to be several times higher than energy dissipation due to
plasticity.

Advantages and disadvantages of a mathematical model can be seen from compar-
ison between its predictions and analytical solutions. The paper discusses some prob-
lems which have exact analytical solutions. It gives their statements (initial and bound-
ary conditions, equations of state, and physical parameters) and solutions in the form of
formulas or tables. In order to verify performance of a difference scheme, one needs to
solve the problem numerically and compare the result with the exact solution.

The problems are broken into two groups for stationary and non-stationary shocks.
In problems with stationary shocks, derivatives in the exact solution are zero every-
where beyond the distraction zone and hence approximation errors are also zero. In
the distraction zone, the derivatives and approximation errors reach high values. Here
the strong shock is smeared over several cells where entropy differs. These problems
help verify real shock distraction, monotonicity, entropy variation, and the dependence
of calculated results on the relation between steps in space and time, and on cell size
(the number of points in the mesh). All these properties reveal themselves differently
for strong and weak shocks. Shock strength is characterized be the difference between
pressures behind and before the shock.

In problems with non-stationary shocks, the derivatives and derivative-dependent
approximation errors are high beyond the distraction zone. This group includes shock
convergence and spherical shell convergence problems. In the last problem, the bound-
ary conditions and released energy are adjusted so as to keep material density constant
despite large pressure and velocity gradients.

Some analytical solutions are used for comparison with results obtained with the
difference schemes which are based on the energy dissipation method described in [10-
13].

2 Stationary shock

Consider a material with parameters Py, Vg, Eg, Uy which do not change with time. At
a time tp its left boundary instantaneously starts moving at a constant positive velocity,
producing a shock wave which propagates into the material. The equations
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WV, + U, =WV_+U._, (1)
WU, - P, = WU_ - P_, 2)
We, — P,U, = We_ — P_U_ A3)

relate the material states P_ = Py, V_ =V, E_ = Ey, U_ = U, with the state after
the discontinuity P = P, V=V,, E = E,, U = U, before and behind the shock, and
the shock velocity W. The number of quantities is larger than the number of equations
(1) - (3) + equation of state. To solve this system of equations requires that one of the
quantities be taken as parameter. Let it be U. Take the equation of state (EOS) for ideal
gas in the form

PV=(wy-1)E ()

and transform equations (1) - (3) to the dependence of P on U and other zero-subscripted
quantities

P:PO+7+1AU2+\/(7+1AU2)2 yP,

Y5 L, 5
TR T v ) )

where AU = U — Uy. From equations (1) - (3) and (5) we find P, W, V and E:

W=(P—-Po)/(U=Up), V=Vo—=(U=-Up) /W, E=Ey+0,5(P+ Py)(V—-Vp). (6)
For condense matter, a simple equation of state has the form
P=(n—1)pE +Cj (p = por) » @)

where p = 1/V - is material density, pox - is its density at a point with coordinates
T =0, P =0and Cy - is sound velocity at this point. For EOS (7) equations (1) - (3)
transform to the Hugoniot equation

2
+1 +1
P=Py+ nTp()AUz + \/(74 p()AUZ) +p()AU2 (I’ZP() +p0kC(2)k)' (8)

Equations (6) for W, V, and E remain the same.

For convenience, we treat all quantities in equation (5) - (8) as dimensionless. That
is why both in gas and in condense matter, the initial dimensionless density is unity.
Conversion to density in g/cm® is done through multiplying by the constant used for
conversion to dimensionless density. All the other quantities are treated similarly.

Problem 1. Strong shock in monatomic gas. At = 0, aregion 0 < xp < 11is
occupied with gas described by EOS (4) with parameters y = 5/3, Pp = 0, pp = 1,
Ey =0, Uy = 0. Here x( — is the Eulerian coordinate at ¢ = 0. In Lagrangian difference
schemes xy is a Lagrangian coordinate. At¢ > 0, U = 1 is specified on the left boundary
(xo = 0) and U = 0 is on the right one (xy = 1).

The quantities behind the shock front and front velocity W are determined from
equations (1) - 3):p =4, E =05, P =4/3, W = 4/3. Att = 0.375, the shock is at a
point xy = 0.5 and the analytical solution is determined by
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P = 1.33333, p=40, E=0.5, U=1.0, forxy< 0.5, and

P =0, p=10, E=0, U=0, forxg> 0.5
Figures 1 and 2 depict P(xp) and U(xp) at t = 0.575. The solid lines show analytical
solutions and the marked ones show calculations with the difference scheme from [12].
The calculations were done with a uniform mesh of N = 100 points in xy and Courant
number 0.5.
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Fig. 1. Problem 1. P(xo) att = 0.375 Fig. 2. Problem 1. U(xp) at time ¢t = 0.375

Problem 2. Strong shock in monatomic gas described by EOS (4) and y = 1.25
(ethylene). All the other parameters are the same as in Problem 1: py = 1, Py = O,
Ey = 0, Uy = 0. The boundary conditions are also the same: U(xg = 0,7) = 1, U(xp =
1,1 =0.

The quantities behind the shock front and front velocity are determined from equations
M-Byxp =9,E =05P = 1125, W = 1.125. Att = 0.44444 the shock is at a
point xp = 0.5, and the analytical solution is determined by

P =1.125 p =90, E =05, U =1 forxy< 0.5, and

P =0, p=10, E=0, U =0, forxg> 0.5.

Figures 3 and 4 depict P(xo) and U(xp) at t = 0.44444. The solid lines show analytical
solutions and the marked ones show calculations with the difference scheme from [12].
The calculations were done with a uniform mesh of N = 100 points in xy and Courant
number 0.5.

Problem 3. The weak shock wave in monatomic gas. At¢ =0, aregion 0 < xp < 1
is occupied with monatomic ideal gas described by EOS (4) with parameters y = 5/3,
po=1,Py=1,p0=1,Ey =15 Uy =0.Atr > 0, U = 0.5 is specified on the
left boundary (xp = 0) and U = 0 is on the right one (xo = 1). Behind the shock,
p = 1428573, E = 1.925, P = 1.833333, and W = 1.666666. The analytical solution at
t = 0.3 is determined by
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Fig. 3. Problem 2. P(xo) at t = 0.44444 Fig. 4. Problem 2. U(xo) at ¢t = 0.44444

P = 183333, p = 142857, E = 1925, U = 05 forxy< 0.5, and
P = 1.0, p =10, E =150, U =0 forx > 0.5.

Figures 5 and 6 depict P(xp) and U(xp) at + = 0.3. The solid lines show analytical
solutions and the marked ones show calculations with the difference scheme from [13].
The calculations were done with a uniform mesh of N = 100 points in xy and Courant
number 0.5.
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Fig. 5. Problem 3. P(xy) att = 0.3 Fig. 6. Problem 3. U(xg) att = 0.3
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Problem 4. Strong shock in condense matter. At ¢t = 0, a region 0 < xy < 1 is
occupied with condense matter described by EOS (7) which at poy = 1 and Co; = 1
takes the form

P=(mn-1pE+p-1, )

At t = 0, the parameters are pg = 1, Eg =0, P =0, Uy =0,n =3.Fort>0,U =2
is specified on the left boundary (x9 = 0) and U = 0 is on the right one (xo = 1). The
equation for P is obtained from (8):

2
+1 +1
pP= ”4 ooU? + \/(”4 pOUz) + poU2.

P U
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Fig.7. Problem 4. P(xy) att = 0.118034 Fig. 8. Problem 4. U(xy) att = 0.118034

The analytical solution at t = 0.118034 is determined by

P=847214, p=1.89443, E=20, U=2.0 forx< 0.5, and

P=0, p=1.0, E =0, U=0 forx>0.5.

Figures 7 and 8 depict P(xg) and U(xp) at = 0.118034. The solid lines show analytical
solutions and the marked ones show calculations with the difference scheme from [13].
The calculations were done with a uniform mesh of N = 100 points in xy and Courant
number 0.5.

Problem 5. Weak shock in condense matter. At r = 0, a region 0 < xp < 1 1is
occupied with a material described by EOS (9) with parameters: pg = 1, Ey = 2,
Py=4,Uy=0,n=3.Fort >0, U =1 on the left boundary and U = 0 on the right
one.

The analytical solution at r = 0.105448 is determined by

P =8.74166, p=1.26726, E =3.34359, U =1.0 forxy <0.5,and
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Fig. 9. Problem 5. P(xo) at r = 0.105448 Fig. 10. Problem 5. U(x) at t = 0.105448
P =40, p = 1.0, E =20, U=0 for xy > 0.5.

Figures 9 and 10 depict P(xp) and U(x) att = 0.105448. The solid lines show analytical
solutions and the marked ones show calculations with the difference scheme from [13].
The calculations were done with a uniform mesh of N = 100 points in xy and Courant
number 0.5.

3 The motion of a spherical layer of compressible ideal fluid

The problem of bubble collapse in fluid, or spherical shell convergence, arises in con-
nection with cavitation corrosion of propellers. Solutions to the problem can be found
in [14-16]. The full continuum mechanics model for 1D spherically symmetric flow
of ideal compressible continua includes mass conservation, motion and internal energy
equations:

ov orrtu
— —4 = 1
a o =% 10
ou , 0P
E + 4nr W = 0, (11)
OFE ov
- —_— =0. 12
ot * ot 0 a2

Equations (10)—(12) are written in Lagrangian coordinates. Here the partial deriva-
tives with respect to time are substantial derivatives.

There no incompressible matter in nature. Mechanics simply considers a wide
class of flows where density remains constant in time. Density constancy is often un-
derstood as incompressibility, i.e., 8; = 0 and C> = oo. It is not true. The property of
flow is not the property of matter.
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As arule [16], the models of *incompressible’ fluid do not include the energy con-
servation law and the equation of state. This makes them internally contradictive. As
follows from (12), in ideal compressible fluid, E = const at V = const. But in this case
from the equation of state P = P(V, E) we obtain that P = const, too. So, on the one
hand, P varies, and on the other hand, P is constant. This contradiction can be removed
if assume that fluid is not adiabatic, i.e., there is a source of energy in it. Then equation
(12) is written as

OE oV dq

— =—-P— 4+ —.

ot ot ot
Equations (10), (11) and (13) allow solutions where density is constant. To keep the
density of fluid constant requires energy. As follows from the theory of equations of
state [17], in fluid, thermal pressure and energy, Py and Er, are related by the equation
PrV = I['(V)Er. Hereafter for V = const the equation is taken in the form

13)

PV, =TE, (14)

where I' = const, P = Pr, E = Ey. Since P(t, M) is a solution to equations (11)
and (12), then the dependence E(t, M) which follows from (13) is quite specific in each
flow. It is defined by the necessity of meeting the condition V = const.

Here we limit ourselves to flows where specific volume is independent of either M,
ort,i.e., V = const. Also, we assume that fluid is compressible, i.e., its compressibility
Bs is nonzero.

For V =V, the equation that relates the Eulearian coordinate r and the Lagrangian
coordinate dM = (47rr2 / V0> dr can be integrated from M = 0 at r = rp to an arbitrary
finite M

13
r=(ry +3VoMdn) (15)
Here rp is the time dependent coordinate of the bubble boundary. At V = V,, equation
(10) has the solution
PU=f(@). (16)

Since f is independent of M, equations (15) and (16) are valid for arbitrary M. On the
bubble boundary where M = 0, equation (16) takes the form

2

217 _ _ 4, B
rgUp = f (1), U= UBr—z. (17)

where Ujp is bubble boundary velocity.
Find Up from (17) and substitute in the bubble boundary motion equation

drB _
(E)M = Up. (18)

Integrate (18) together with (15), to obtain the dependence of rg on ¢
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f 1/3
rgz(rgo+f3f(r)dz) : (19)

It is seen from (17) and (19) that the motion of the bubble boundary is completely
defined by f(r). If f(f) < 0,then Ug < 0too, i.e., the bubble collapses. The boundary
convergence time tf is found from (19) atrg = 0

1
o + f 3f(t)dt = 0. (20)
4]

Following [16], consider shell convergence with zero pressure on the inner bound-
ary and f(¥) = U, Bol’lzgo = const. At time t0, the radius and velocity of the inner bound-
ary, rgp and Upy < 0, are defined. In accord with (17) at time £, velocity depends on
radius

U = Ugo (rpo/r)* . 21

Let all quantities on the outer boundary be subscripted ”a”. Assume that the shell mass
is equal to M,. The coordinate of the outer boundary, ra, relate to that of the inner

13
_(,3 _ W _ 3 _ .3 :
boundary rp as r, = (rB + b) , where b = TaMy =71 — g Pressure and velocity on

a
the outer boundary are

S\ 8
Us = Upo (ﬂ) - (22)
rBO tr—1o
_ —4/3
P2%(_tf_’)4/3_(@)3_(t‘t0) 23)
4 2V Ir—1o rBO Iy — 1o '

The values U,y and P, are found from (22) and (23) at ¢ = #y. In Lagrangian coordinates
the pressure, velocity and released energy are defined by

o Uk [( ty—t )4/3 [tf -t 3V0M)‘4/3]
“ovei\z = I P 3 ’
2Vy Iy — 1o tr—1o 47rrBO
1 3VoM -3
Ir—1o 47rr%0

dq _ 2V ((1r=1  3voM e (rf—r)7/3
ot TIrgo \\tr—to  4nry, 1y — 1o '

(24)

As the reference problem we consider the motion of 10% shell.

Problem 6. The motion of a 10%-shell. Atty = 0, rgo = 1, ryo = 1.1, Vo = 1,
and M, = 1.38649. The velocity of the inner boundary is Ugy = 1. The EOS of shell
material with parameters poy = 1, Cox = 1 and I" = 2 has the form P = 2pF + p — 1. At
the initial time, pressure, specific internal energy and velocity in the shell are defined
by
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3m\ ™ 1 3\~
P(M):l_(l—'—ﬂ) > E(M)ZZ[I—(l-i-Zr) ],

47rr20p0 203
U =Up M .

-2/3
Boundary conditions: at¢t > 0, Pg = 0, Mg = 0, U, = —(1, j - 3t) / att > 0,

M = M,. From (20) we found t; = 1/3. Att > 0, energy release as a function of ¢
and M is defined by

d -3
d_f=(1—3t+4—) —(1=3)7"",
T

Fort > Oand M, > M > O the solution has the form

1 3m\ P
E(t,M):Z[(1—3t)_4/3—(1—3t+ﬂ) , P=2E, p=1,

IM -2/3
U(t,M):—(1—3t+—) .
ViV

Figures 11 and 12 show pressure and velocity as functions of m = M/M, att; = 0,30,
= 0,32
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Fig. 11. Problem 6. Fig. 12. Problem 6.
P(m) att; = 0.3 (line 1) and #, = 0.32 (line2) U(m) att; = 0.3 (line 1) and £, = 0.32 (line2)
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4 Shock in a gas sphere

In different years, there were published a number of papers [18-22] with self-similar
solutions to shock convergence in infinite ideal gas. Shock convergence in a gas sphere
of finite radius is considered in [23,24]. At ¢ = 1y, pressure in gas is Py = 0, density
po = const, velocity Uy = 0, and specific internal energy Ey = 0. The boundary of the
sphere is at a point (7o, o). Velocity on the boundary is Ugg < 0. In other words, velocity
jumps on the boundary, producing a shock wave which moves into the sphere. At the
time when the shock converges, t, its coordinate r,, is zero. The equation of motion
which satisfies all these conditions is

_ tr—t\" 25)
ry =10 tf_to

for n > 0 Its differentiation gives shock velocity

n—1
tr—t
D=Dy ( ) , 26)
tr—1Ip
where
Dy = —ron/ (l‘f - to). 27)

Flow parameters are defined by

2
a_p+Ua_p+pa_U+p_U=

ot or or r 0

ou ou 10P
puthdl - = 2
or or +p or % (28)

— +U—+vyP
or T ar T ar

For solving the problem we change from the variables ¢ and r to variables ¢ and
&(t, r). The function &(¢, r) is taken such as to remain constant on the shock. Its simplest
form reads as

opP oP (aU ZU)
—+—]=0.

r tf _ tO n
= — . 29
d 1o ( Iy =t ) @)
Now express P, p and U as functions of time multiplied by functions of &:

P=a,II&), p=a,®6&, U=a,@OMO). (30)

Choose 7 (¢), 6 (£), M (¢) such that to allow them at & = 1 take the values

+1 2 2
Oy = y_’ w= T 1> w= 1 (3D
y—-1 y+1 v+ 1

With these 6,,, I1,,, M,, the function a,, @, and «/, take the forms
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tf _ 1-n [f 10 2(1-n)
ap = po, au=D0( ) , ap=PoD(2)(tf_t) . (32)

After appropriate manipulation for conversion to the functions /7, 6, M and variables ¢,
&, we obtain equations for functions which only depend on ¢:

M5 —1
(M=) +oM + == =0, T M+ MSM—=¢) +1T' =0,  (33)
n
2(n-1 2yMIT
20D - g 4y + 2, (34)
n

For M’, &', II’ , these equations give a system of linear homogeneous equations. If its
determinant

Z=M=-§(yll -5 (M-¢) (35)

is nonzero, the system has a unique solution. At the point &, where Z = 0, the matrix
of coefficients and the augmented matrix of coefficients should be considered. At this
point their ranks are identical and equal to 2, and all third-order minors are zero, hence
the system of equations (33) and (34) has a unique solution. It is easy to show that with
the zero third-order minors we come to

(n-1D& QM — &) — yM,) + 2ynM, (M, — &,) = 0. (36)

The value of n is found from the condition that equation (36) holds simultaneously with

From equations (36) and (37) we find the appropriate values of n for each y. This
solution was used to evaluate the accuracy of some shock calculation methods.

Problem 7. A cold gas sphere of radius 7, = 1 with parameters Py = 0, pg = 1,
Uo =0, Uy =1,y = 5/3. The boundary condition is defined through reverse transition
from¢, Eand 17,6, M tot, M and P, p, U. Pressure and boundary velocity as functions of
time are presented in Table 1. Pressure, density and velocity profiles at # = 0.4,0.45,0.5
(marked 1, 2, 3) are shown in Figs. 13-15. The solid lines show the analytical solution
derived in this work, the lines with circles show calculations by the VOLNA code [25]
with no shock smearing, and the dashed lines show VOLNA calculations with shock
smearing. The calculations were done on a uniform mesh of 100 points in r at ¢ = .
In Fig.14, entropy traces are seen in the dashed density profiles, which are a result of
shock smearing on the boundary. Figure 16 depicts M (&), (£) and 6(¢) for 1 < ¢ < 5.

Table 1.
Problem 7. The boundary condition in the case of y = 5/3
No. |t U P No. |t U P
1 0 -1.00000 |1.333333 |17 |0,30 |-1.045146 |2.445445
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Table 1. Continuation.

No. |t U P No. |t U P

2 0.04 |-1.008791 |1.415094 |18 |0,31 |-1.044921 |2.517083
3 0.07 |-1.015161 |1.484529 |19 10,32 |-1.044473 (2.592849
4 0.10 |-1.021256 |1.562232 |20 |0,33  |-1.043787 |2.673060
5 0.13  |-1.026982 |1.649664 |21 10,34 |-1.042842 |2.758063
6 0.16 |-1.032224 |1.748622 |22 0,35 |-1.041619 (2.848236
7 0.18 |-1.035380 |1.822074 |23 0,36  |-1.040097 (2.943996
8 0.20 |-1.038211|1.902413 |24 0,37 |-1.038251 |3.045798
9 0.22  |-1.040657 |1.990554 |25 0,38 |-1.036058 [3.154141
10 0.23 |-1.041717|2.037877 |26 |0,39 |-1.033488 |3.269573
11 0.24 |-1.042655 |2.087565 |27 10,40 |-1.030514 |3.392698
12 0.25 |-1.043463|2.139778 |28 10,42 |-1.023220 |3.664748
13 0.26  |-1.044129 |2.194694 |29 10,45 |-1.008354 (4.149469
14 0.27 |-1.044643 |2.252502 |30 0,50 |-0.969947 (5.233492
15 0.28 |-1.044992 |2.313410 |31 |0,55 |-0.899013 |6.144230
16 0.29 |-1.045165 |2.377642

10

0 ®

0

Fig. 13. Problem 7. pressure profiles at times

0.4 (1),0.45 (2),0.5(3)
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Fig. 14. Problem 7. density profiles at times
0.4 (1),0.45(2),0.5(3)
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D
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Lt

3 0
0 0.2 0.4 R
Fig. 15. Problem 7. velocity profiles at times Fig. 16. Problem 7. profiles of dimensionless
0.4 (1),0.45(2),0.5 3) M(©), I11(£), 6(%)
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